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INTRODUCTION
Most clinical studies aim at discriminating (showing differ-
ences) between groups that are of interest. In evaluative
studies, the difference of interest is usually in change over
time, e.g., response to therapy. Studies of responsiveness
evaluate the ability of an outcome measure to accurately
detect change when it has occurred1. The number of studies
addressing responsiveness has increased rapidly in recent
years. Depending on the design of the study, however, it
may or may not be able to provide information on the ability
to detect important changes or differences, or that elusive
minimal clinically important difference (MCID). 

MEASURING RESPONSIVENESS
Each evaluation of responsiveness is built around a
construct that suggests that the target attribute (e.g.,
disability, pain, joint count) has shifted or is different in
some way. In some situations this takes the form of an
expected pattern of recovery (such as one week before and
6 months following total hip replacement)2. In other situa-
tions a specific external marker of change is used, often in
the form of a global index: Is your pain better? The ability
of a measurement instrument to detect that variation is then
described with summary statistics such as effect sizes, or
other responsiveness statistics3. The construct within the
study therefore plays an important role in defining that
change has occurred.

Any given study of responsiveness can only provide
information about the ability of an outcome measure to
detect the specific construct of change designed into that
study. Readers must appraise if information from that study
will be useful to them. For instance, will it help them under-
stand when an individual patient has had an important
improvement. The growing volume of literature on respon-
siveness does not make this an easy task. The reader must
critically appraise the studies and tease out exactly what
kind of change a given study does in fact address. The
purpose of this paper is to describe a classification system
for studies of responsiveness that will help organize these
studies, and identify those with the potential to provide
information on MCID. 

CLASSIFICATION OF STUDIES OF RESPONSIVE-
NESS BASED ON THE CONSTRUCT OF
CHANGE/DIFFERENCE USED
A review of the literature of responsiveness revealed 3 key
features that help to define the attributes of the change/
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difference designed into a given study4. The features are
defined, either explicitly or implicitly, by the researchers
involved within each study of responsiveness and are
reflected in the design and analysis of that study. First is
what we have called the “setting.” The researchers decide
whether they will target the analysis and the presentation of
the results at a group level (average change in pain in
patients getting total hip replacements), or at an individual
level (smallest detectable change in joint width of one indi-
vidual’s radiograph). The second decision made by the
researchers is which scores will be contrasted in that study,
an axis we have labeled “which.” Most responsiveness
studies look at repeated scores in the same patients over
time, but other possibilities also exist in the literature and
will be described later. Finally, the researchers have also
defined the type of change or difference that they are
targeting, which spans 5 possible categories and also defines
whose perspective is being sought (described in detail
below).

These 3 key features are defined, intentionally or not, in

each study. They are mutually independent, and because of
that can be fit together into a “cube” (see Figure 1). Each
cell within the cube is defined by its place along the 3 key
features. And each cell becomes a description of the
construct of change built into a study of responsiveness. The
cube describes these cells as different, not more or less valid
than each other. The cube becomes a classification system,
classifying the nature of discrimination (either differences
or changes) built into studies of responsiveness. Important
change will be shown to be retrievable only from studies
focusing on certain cells within the cube.

Each of the axes and its categories will now be described.
It should be reinforced that the cube tries to reflect what is
found in the literature, rather than what the authors feel
makes up the “best” ways to approach responsiveness. 

DESCRIPTION OF THE AXES OF THE CUBE OF
DISCRIMINATION
Axis I: Setting. The first axis refers to the study setting.
Specifically, whether the study results are targeting descrip-
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Figure 1. The taxonomy or “cube” of change and discrimination in studies of responsiveness/discrimination. Each cell in the cube describes the construct of
change/difference that could be examined in a study under the rubric of responsiveness.



tion at a group level or at an individual patient level.
Research has shown that the interpretation of change may
vary depending on whether we are thinking at a group level
(where smaller changes may be interpreted as important) or
at an individual level, where larger changes are required
before they are confidently accepted as indicating a mean-
ingful change5-10. The results of studies usually are
presented for one or the other level; however, sometimes
both are presented in the results. For example, work by
Redelmeier9 discussed differences at a group level, but
returned to the full set of data and reported that the average
change in the group was not good at discriminating between
improved and unimproved patients at an individual level.

Individual-level reporting requires analysis similar to
diagnostic testing: with a description of a specific numeric
score (reflecting either a change or difference in score)
along with the sensitivity and specificity of that change in
the study sample. A good example of this would be the
recent work of Stratford11 in low back pain patients with the
Roland scale. A change score of 5 Roland Morris scale
points was found to have sensitivity of 0.72 and specificity
of 0.82 for discriminating between those achieving and not
achieving important levels of improvement. This was done
in a sample of patients undergoing physiotherapy for low
back pain of less than 6 weeks’ duration. Data were gathered
on admission, and following 3 to 6 weeks of treatment, and
the cut-point determined by receiver-operator characteristic
curve analysis.

Few studies provide the individual-level analysis. In its
absence, caution should be used when bringing things such
as the average of a sample of people who experienced
important change to the level of interpretation for an indi-
vidual patient10.

Axis II: Which? The Which axis defines which scores are
being contrasted in the study. The base level, the bottom
row, represents the discrimination at one point in time, as
the scores between persons are contrasted9,12. Although this
type of contrast may not typically be considered as a form
of “responsiveness,” work by Redelmeier has suggested that
the differences in the scores of pairs of people, one of whom
said they were “healthier” than the other, can be used to
determine minimally clinically important differences9,12-15.
Some would suggest that this row be excluded from the
taxonomy because it is less informative about how respon-
siveness is traditionally quantified. Responsiveness is linked
with longitudinal change in outcome measures’ scores
within patients. However, studies like Redelmeier’s14 will
be found in the literature on responsiveness, and leaving this
row in the taxonomy would allow people to place that in the
taxonomy, and then correctly identify it as different than
longitudinal studies that examine within-person changes
over time16. The reader can then make the decision as to
whether it informs what the construct of change/difference
is in which they are interested. We believe, in the majority

of the cases, it will not. Further empirical work may show
they are interchangeable, but this does not yet appear to be
the case.

As described above, studies of responsiveness are most
commonly performed at the next level of the “which” axis
of the cube: contrasting change within individuals or a
group of individuals over time2,17,18-20.

Finally, studies were found that combined these concepts
of within and between and really reflect what we have
labeled “both.” This would be the randomized controlled
trial where the focus is on between-group differences of
within-person change5,21, or the change in the treatment
group relative to the change in the control group.

These 3 categories, between, within, and both, define the
“which” axis, which scores are being contrasted in
published studies of responsiveness.

Axis III: Types of change/difference? The third axis defines
the type of change or difference being quantified in a study
of responsiveness. The various categories are summarized
in Table 1.  For simplicity, we will refer only to the term
“change” (within-person change over time) in the following
descriptions; the same categories would apply to differences
between persons and the hybrid (between-group differences
of within-person change) contrasts as well.

The minimum potentially detectable change is the
smallest increment of change possible on that instrument
given the number of items and response options. It really
provides an anchor for describing change because it would
be difficult to interpret a change smaller than the smallest
possible increment on an instrument.

The second type is the minimum detectable change
(MDC) that needs to be observed before it is considered
above the bounds of measurement error for that instrument
and application22-26. This approach uses the standard error of
measurement (SEM) and establishes the MDC that would
be found to be statistically significantly different from zero
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Table 1. Axis III: Type of change/difference being quantified in the study.

1. Minimum potentially detectable
2. Minimum actually detectable given the measurement error of the

instrument
3. Observed change/difference measured by the instrument in a given

population
4. Observed change/difference in a population deemed to have

differed/changed by
the patient
the clinician/researcher
the payer
society

5. Observed change/difference in those deemed to have had an impor-
tant difference/change by

the patient
the clinician/researcher
the payer
society
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(no change) at a given level of confidence (usually 90% or
95%). This is calculated using the formula:

MDC (95% confidence level) = 1.96 * 2 * SEM
The SEM can be estimated by the standard deviation of
baseline scores multiplied by the square root of one minus
the reliability coefficient22,23,27-29. In a sense this is the upper
limit of the 95% confidence interval (CI) around a change of
zero, or no change. Similar thresholds could be determined
at a 90% CI, or at any other level. The CI should therefore
be specified.

When making estimates around change over time, the
corresponding reliability coefficient to use in the formula is
the test-retest reliability30, although some have used the
alpha coefficient25,26. The alpha coefficient is considered
appropriate when estimating the precision around a single
observation, that is, how close a given score is to the “true”
value30.

The MDC provides another threshold for interpretation.
When a change score exceeds this level, there is reasonable
certainty (95% CI, for instance) that it is true signal, and not
just noise or error. The estimate has limitations. There is an
assumption that the amount of change reflected in the MDC
will be the same across the range of possible scores.
However, this is being shown not to be the case and we must
consider the degree to which the meaning of a change in
score depends on where the person is on the scale (very
disabled vs only mildly disabled)24,31,32. The MDC should be
considered a guideline, not an absolute.

The third category on this axis of the cube is that of
observed change/difference. This is quantified when scores
are contrasted in situations where variation in the attribute is
expected, but not specifically verified as having occurred.
The clearest example might be the change observed before
and after a treatment (usually of “known efficacy”)2,17,19.
Often, studies have used the changes expected before and
after a reliable procedure such as total joint arthroplasty, or
the usual course of a disorder such as the early stages of
simple, acute low back pain17,33. In these cases the expected
course becomes the construct of change.

The fourth and fifth categories use some sort of indicator
to verify that change has occurred, or that a difference exists
between people. This external indicator is the key point
differentiating these from the observed type of change16,34.
The sample is then stratified according to whether this has
been experienced or not, and responsiveness is calculated on
those who have changed/who are different. Examples of this
would be the global indicators of change (compared to
“Before your surgery are you: much worse...same....much
better?”). Those reporting “better” would be considered for
analysis of responsiveness to improvement, and those
reporting “worse” would have their change scores examined
for responsiveness to deterioration (not commonly done in
traditional studies of responsiveness).

For important change (type 5), analysis is done on the

change observed in those who have had an improvement/
deterioration that was also an important improvement/dete-
rioration. Someone assigns the value of importance to the
experience of change. Similarly, it could also be a difference
that was deemed to occur between persons, and was also
considered to be an important difference. Determination of
the importance of the change is critical, and should be
examined carefully as a component of the validity of the
results.

Both estimated and important change have 4 subdivi-
sions, each defining the perspective used in determining the
occurrence or importance of the change. The patient can
determine the occurrence of change17,35 or their difference
from another person13. However, in other studies the clini-
cian determines the change36. Other less frequently used, but
nonetheless valid perspectives would be the payer, and
finally society37,38. These 4 perspectives could lead to very
different definitions of who has experienced “important
improvement” and indeed in determining what is considered
the minimal clinically important change/difference. Both
estimated and important change should make the perspec-
tive taken explicit, and therefore define “from whose
perspective?”38-40.

APPLYING THE CUBE WHEN LOOKING FOR
INFORMATION ON IMPORTANT CHANGE, OR
MINIMAL CLINICALLY IMPORTANT DIFFER-
ENCES
Studies of the responsiveness of outcome measures in a
given clinical field can be classified according to their place
in the cube (Figure 1). For example, Deyo’s work on low
back pain (onset to 3 weeks) followed all patients with an
acute episode of low back pain from onset to 3 weeks, antic-
ipating that a large proportion would be better, given the
natural history of this disorder. In this particular analysis, no
external indicator of whether or not they improved was
used. This would fit into group-level, within-person
observed change17. Bombardier’s auranofin trials contrasted
the responsiveness of different outcome measures using data
gathered in a randomized clinical trial. Change in the treat-
ment group over and above the control group was the focus
of the analysis. This would be an example of group-level —
both within-person and between-person — observed
change21. Buchbinder’s review of outcome measures used a
similar approach, gathering data from multiple controlled
trials, and would fall into the same cell in the taxonomy
cube41. Stratford’s work (described above) tried to deter-
mine the change score that could most accurately identify
individuals who had experienced an important improvement
(from a combined clinician and patient perspective) from
those who did not11. This study looked at important change
within persons over time, and the results were presented in
a manner that could be used for individual patients. 

Once studies have been placed into the appropriate cells
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in the cube, the furthest right column, those studies that
address “important change/difference,” can be separated
from the rest of the cube. These 6 cells in the column labeled
“important change/difference” then become the focus of
attention, as they will be the only source of information that
can be used to determine the MCID. Wells, et al40 provide a
review of the different approaches that have been used to
move from these cells in the cube, to the establishment of a
MCID.

The cube therefore helps to sift and sort through the
studies of responsiveness to define the constructs of change
that have been studied on a given outcome measure, or
across measures in a given clinical area. Many studies of
responsiveness are not designed to address important
change/differences or MCID because they have focused on
an equally valid but different construct of change. These
studies can be set aside in order to direct attention at those
most likely to provide the information needed — those
studies addressing important change.

The cube is also helpful if no studies are found that
address a specific kind of change. In that situation the cube
can be used to help design a new study by defining what
variables should be considered: what setting (do you want
analysis that will give information at an individual or group
level?); which contrast or setting (between-person, within-
person, or both); and type of change/difference. In this way,
researchers can be sure that they will obtain the information
that they ultimately need.

CONCLUSION
This paper has described responsiveness as the ability of an
instrument to accurately detect changes or differences when
they have occurred, and describes a classification system
that helps unravel determining when change/difference has
occurred, and what type of change/difference that was. The
cube of discrimination reflects our efforts to clarify the
types of studies that will be found in the literature under the
rubric of responsiveness.

This classification system helps to focus attention on
whether the literature is able to provide information on the
specific type of change a person is interested in. It reinforces
that the ability of an instrument to detect a certain category
of discrimination within the cube does not mean it will
necessarily be responsive to another category.

Minimal clinically important differences are meaningful
thresholds in the distribution of important change scores.
The cube has been shown here as a means to separate out
studies that address important change from others. These
studies can then be examined as the source of information
on MCID. A companion article moves from this sorting
exercise, to describe methods that have been used to deter-
mine the MCID from these studies40.

The cube addresses just one component of the applica-
bility of a study of responsiveness, and indeed the magni-

tude of the change quantified. Other factors such as the
patient group, the intervention (some will produce much
larger, more dramatic effects than others), and the timing
between assessments (4 weeks or 12 months?) must also be
considered42.
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